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Prosody and Intonation, Processing Issues 

PROSODY AND INTONATION determine much of the form of 
spoken language. An account of the processmg of language— 
the production and comprehension of words and sentences— 
must therefore pay attention to prosodic (rhythmic, grouping) 
and intonational (melodic) structure. The fact that more 
research in PSYCHOLINGUISTICS has involved written language 
than spoken language, however, means that the role of pros­
ody and intonation in processing is not yet fully described. 

In studies of language comprehension, prosody and into­
nation have figured in research on SPOKEN WORD RECOGNI­
TION, on SENTENCE PROCESSING (the computation of 
syntactic structure) and on DISCOURSE processing. One role 
of prosody and intonation in word recognition is to aid in 
the operation of segmenting a continuous input into its com­
ponent words. Studies in many languages (see, for example, 
the summaries in Otake and Cutler 1996) have shown that 
listeners can use the rhythmic structure of utterances to 
determine where word boundaries are most likely to fall. 
Because rhythmic structure differs across languages, this 
means that the processes involved in segmenting utterances 
into words can also be language-specific—stress-based in 
English (Cutler and Norris 1988), syllable-based in French 
(Mehler et al. 1981), and mora-based in Japanese (Otake et 
al. 1993). This language specificity can result in inappropri­
ate application of native-language segmentation procedures 
to foreign languages with a different rhythmic structure 
(Otake and Cutler 1996). Young infants can discriminate 
between rhythmically dissimilar but not rhythmically simi­
lar languages (Nazzi, Bertoncini, and Mehler 1998). 

Whether prosodic and intonational information play a 
role in the processing of word forms per se—for instance, in 
the activation of lexical entries—is as yet unresolved. The 
structure of spoken words again differs across languages in 
ways that affect this issue. Explicit suprasegmental distinc­
tions between words—for example, TONE in languages such 
as Thai, pitch accent in languages such as Japanese—con­
strain word activation and thus show that suprasegmental 
information can play a role at this level. Suprasegmental 
cues to LINGUISTIC STRESS in English nevertheless appear to 
play no part in word activation (Cutler 1986): two words that 
differ solely in suprasegmental structure, such as foregoing 
(primary stress on the first syllable) and forgoing (primary 
stress on the second syllable), are both activated when listen­
ers hear either one, just as is the case with two words pro­
nounced in every respect identically (such as sale and sail). 
However, stress in English is, except in rare pairs such as 
foregoing/forgoing, expressed segmentally (in vowel qual­
ity) as well as suprasegmentally, so that segmental informa­
tion alone may in practice suffice for lexical activation in 
this language. This is not necessarily the case in other stress 
languages (Cutler, Dahan, and van Donselaar 1997). 

In syntactic processing, the relevant questions have been: 
do prosody and intonation serve to divide the input into 
major syntactically motivated chunks? Does such informa­
tion help to resolve ambiguity, such that sentences which 
allow more than one interpretation when they are written— 
for example. 7 read about the repayment with interest—are 
effectively unambiguous when spoken? And does prosodic 
and intonational information determine selection between 
alternative syntactic analyses that present themselves, albeit 
temporarily, during the processing even of an unambiguous 
sentence—for example, between possible continuations of 
The horse raced by the—(—gate:—Queen won)'! The evi­
dence is mixed (see special issues of Language and Cogni­
tive Processes and Journal of Psvcholinguistic Research in 
1996 for overviews) but in general offers little support for 
direct availability of syntactic information in prosodic and 
intonational structure. Prosodic hierarchies, after all. encode 
specifically prosodic. not syntactic relationships (Shattuck-
Hufnagel and Turk 1996; Beckman 1996). Prosody may sig­
nal syntactic cohesion (Tyler and Warren 1987). and the 
presence of a sentence accent or of prosodic correlates of a 
syntactic boundary can have an effect on syntactic analysis 
in that it can, for example, lead the listener to prefer analy­
ses that are consistent with the prosody (Nespor and Vogel 
1983). But no evidence suggests that syntactic analysis is 
directly derived from prosodic or intonational cues. 

In the comprehension of discourse structure, prosodic 
salience appears most important; speakers highlight via 
accent the words that are semantically more central to a 
message (Bolinger 1978: Ladd 1996). and listeners actively 
search for accented words because of their central semantic 
role (Cutler 1982; Sedivy et al. 1995). Furthermore, pro­
cessing is facilitated by the placement of accent on new 
information, and the deaccenting of old information (Bock 
and Mazzella 1983). Experimental evidence suggests that 
the processing of deaccented words involves integration 
with an existing discourse model (Fowler and Housurn 
1987), but it is unclear whether the facilitation observed 
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with deaccentuation reflects direct exploitation of accent 
information in discourse-structure decisions or arises indi­
rectly via reference to an existing discourse model in the 
course of decoding the poorer acoustic information avail­
able from deaccented speech. Finally, listeners can interpret 
prosodic information to derive cues to topic and turn-taking 
structure in discourse (Hirschberg and Pierrehumbert 1986). 
Intonational structure is also important for the interpretation 
of discourse (Pierrehumbert and Hirschberg 1990); the deri­
vation of meaning from intonation involves simultaneous 
consideration of contours and of the sentential and dis­
course context in which they appear (Grabe et al. 1997). 

The computation of both prosodic and intonational form 
must of course likewise play a role in speakers' utterance 
production (Levelt 1989), with prosodic generation refer­
ring both to the lexical items and the syntactic structure 
selected (Ferreira 1993; Meyer 1994), and intonational gen­
eration referring to both the sentence to be spoken and its 
context (Ladd 1996). Production of phonologically alterna­
tive forms of words (e.g., via deletion or addition of sounds, 
as when the middle vowel of family is deleted, or a vowel is 
inserted between the last two sounds of film) can be 
prompted by the prosodic pattern in which the word is 
uttered (Kuijpers and van Donselaar 1998). 

Because, as noted above, there has been less psycholin-
guistic research on issues specific to spoken language than 
on the processing of written language, and because it is in 
addition true that LANGUAGE PRODUCTION has so far 
attracted far less experimental research than language com­
prehension, it will be obvious that the production of prosody 
and intonation is a research area very much in need of wider 
empirical attention. 

See also COMPUTATIONAL PSYCHOLINGUISTICS; INNATE-
NESS OF LANGUAGE; PHONOLOGY; SPEECH PERCEPTION; 
SYNTAX 

—Anne Cutler 
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